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Abstract

We analyze the double moral hazard problem at the joint venture type
airport-airline vertical relationship, where two parties both contribute efforts
to the joint venture but neither of them can see the other’s efforts. With
the continuous-time stochastic dynamic programming model, we show that
by the de-centralized utility maximizations of two parties under very strict
conditions, i.e., optimal efforts’ cost being negligible and their risk averse
parameters both asymptotically approaching to zero, the vertical contract,
which is linear function of the final state with the slope being the product
made by their productivity difference and uncertainty (diffusion rate) level
index, could be agreed as the optimal sharing rule.

If both parties productivities are same, or the diffusion rate of the under-
lying process is unity, optimal linear sharing rule do not depend on the final
state. If their conditions not dependent on final state are symmetric as well,
then risk sharing disappears completely. In numerical examples, we illustrate
the complex impact of uncertainty increase and end-of-period load factor im-
provement on the optimal sharing rule, and the relatively simple impact on
total utilities level.
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1 Introduction

Faced with revenue and profit level fluctuations, some airports (local governments)
and airlines serving the airports are forming vertical contractual relationship to
share their risk and stabilize their financial conditions so that air transport services
by those airlines to/from the airports could be created or kept.

Hihara (2008) and Hihara (2010) reports that Noto Airport, one of rural airports in
Japan, agreed on contract with one airline group to share the demand fluctuation
risk so as to derive the commitment of airline’s service to the airport. They used
load factor as a key indicator. So the mechanism of the contract is called load factor
guarantee mechanism. Also Hihara (2010) analyzed by using incomplete contract
framework to show that when such vertical risk sharing contract satisfy proper
conditions, such contract can overcome the under-effort problem and improve the
utilities levels of both parties.

2 Past Literature

Risk sharing study dates back to Borch (1962). He showed that under pure risk
sharing situation without any efforts, the optimal sharing rule stipulates that the
ratio of marginal utility of two participating parties in different state are constant
and the results hold for any probability distribution.

The risk sharing is also the subject of moral hazard analysis, since the principal
is paying to the agent based on the realization of uncertain state. The essence of
risk sharing is to share the outcome depend on the realization of contingencies by
paying from one party to the other(s) based on some rule. The moral hazard case,
the effort of the agent is involved and the principal is optimizing his utilities by
controlling payment and also agent’s efforts indirectly through the payment struc-
ture.

There are two approaches to model the uncertainty in the moral hazard situation.
First is that random variable with some probability distribution is assigned to the
state itself. This approach dates back to Mirrlees( for example, Mirrlees (1979))
and Rogerson (1985) prove that under this settings, the first order approach is per-
missible if and only if monotone likelihood ratio condition (MLRC) and the con-
vexity of distribution function condition (CDFC) are satisfied for the probability
function with the condition of the agent’s action.



But remember the first approach is not a dynamic approach. The random variable
is assigned to state contingency and the maximization is about all the possible out-
comes at one time only.

The second approach is that the difference of the state is modeled by the stochastic
differential equation with the usual Wiener process. This is pioneered by Holm-
strom and Milgrom (1987). They showed that if the agent has great action space,
the optimal reward contract is simple linear function of the final state (But they did
not prove the sufficient condition).

Then Schaettler and Sung (1993) proved the general cases with necessary and suf-
ficient conditions in the second approach case. Also Schaettler and Sung (1997)
studied the connection between discrete models and continuous model in the sec-
ond approach case.

Mueller (1996) and Mueller (1998), based on these studies, showed that if the prin-
cipal can see the agent action, in the first best situation according to his words, the
linear optimal contract is structured by the risk aversion parameters of both princi-

pal and agent.

These literatures are about the traditional moral hazard situation where one princi-
pal pay to one agent for his efforts that the principal cannot observe. The efforts
are performed only by agent.

If both principal and agent are making efforts, which cannot be observed from
the other party, the situation is so-called double moral hazard problem. In the
first approach case, some authors are analyzing the double moral hazard problems.
The recent examples are Bhattacharyya and Lafontaine (1995) and Kim and Wang
(1998a). To our knowledge, there are no literatures yet to model the double moral
hazard situation between airport and airline using the stochastic differential equa-
tion.

In the air transport studies, there are a number of studies on vertical relationship
between airport and airline. Recent examples are Oum and Fu (2009), Barbot
(2009), Feng et al. (2010),Zhang et al. (2010). The airport-airline vertical relation-
ship could contain some double moral hazard problems, since one cannot directly
observe the others efforts in the relationship.

To our knowledge, there are no literatures yet to model the double moral hazard
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situation between airport and airline, in the air transport economics field, using the
stochastic differential equation.

In this study, we use the second approach (stochastic differential equation with
Weiner process) to analyze the double hidden action/moral hazard problems in
airport-airline vertical relationships.

3 Double Hidden Action/ Moral Hazard Situation

As stated in Hihara (2010), airport(=AP) and airline(=AL) are engaging in a joint-
venture type project, in which both AP and AL are independently making efforts
to provide air transport service to the passengers using the air route to/from the air-
port. We believe air transport service at one airport cannot be provided by airline
or airport alone. Only the combination of airline side and airport side can provide
the service to passengers / cargo service users.

In this sense, airport’s service and airline’s service are closely connected with each
other and they are not just a buddle of two different services. For example, if air-
port make more effort to improve the quality of service, this affects the quality of
airline and enhance the contribution of airline’s service to the joint-venture type
project.

Usually in moral hazard problem, only one party’s efforts cannot be seen from the
other party. But in the case of airport-airline relationship, neither of the parties’
efforts can] be seen from the other parties. Hence the double moral hazard situa-
tion.

Here we try to use the stochastic differential equation approach to model the double
moral hazard situation. Namely neither airport nor airline can see the efforts of the
other side. The contingent variable is according to the usual stochastic differential
equation as in the single moral hazard studies.

4 The Model

The model is based on the single moral hazard situation of Schaettler and Sung
(1993, 1997) with modification to the AP-AL joint-venture type project situation.
As a usual situation, two parties (in our case, airport and airline, in simple moral
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hazard case, principal and agent) agree at time 0 on a certain contract character-
ized by a salans among them which is payable at time 1 and satisfy the padrties
reservation utility constraint. The salary or sharing iste S(X) is random via de-
pendence on the outcome of a stochastic progeise common observable among

the parties.

Here we use the outcome or situation variakle) for load factor during the con-
tracting period. The effort of airport ig> and that of airline i, .

4.1 Settings

For notation and settings we basically follow those of Schaettler and Sung (1993)
with modification to airport and airline relationship and important simplification
along with Mueller (1996).

As usual, at time 0, airport and airline agree on a sharing iBteC — R which
specifies a payment between them at time 1. The sharing rule may depend on a
stochastic load factor proce¥sdefined on the intervdl, 1], which is publicly
observable.

4.2 Double Hidden Action/Moral Hazard Model for De-centralized
Decision Making Environment

Here we construct a de-centralized utility maximization model. That is airport and
airline are performing independent utility maximizations subject to the other’s be-
ing maximizing its own utilities while sharing the same stochastic control process
by joint control production function. In this case, the double moral hazard problem
becomes as follows

1in other model of past literature, principal maximizes the total of both principal’s utility and
agent's. Then principal maximizes the total utility by choosing sharing rule, agent’s effort and prin-
cipal’s effort. The notion that principal may not observe its own effort might to some extent lack
reality. In our view, the assumption that the principal cannot see the agent’s effort but can see its own
effort might have more reality. See the problem (3.3) of Kim and Wang (1998a), for example.



Up — — exp{—R{PX(1) +Fp — S(X) — /Olcp(up)dt}} L)

UL = — exp{—r{LX(1) + F + S(X) —Ach(uL)dt}} @)
dX(t) = f(Up, U )dt + odB @3)

These are assumptions we make in our model. They are consistent with those in
Schaettler and Sung (1993) and Mueller (1996), with the revision to adjust double

moral hazard situation. We only stipulate the revised aspects to airport-airline ver-

tical relationship contract.

t € R[0,1]: time during the period the contract between airport and airline covers
Q: spaceC € R|0, 1] of continuous functions on intervéd, 1] with value inR

W: coordinated process dd, i.e.,W(w) = w(t) for w € Q

Z0: the filtration generated by until timet

P:Weiner measure ofQ, W°)

If we define.Z; to be the augmentation o by all null sets of#?, then the fil-
tration .7 is continuous and the coordinated proc@ak .%;) is a Weiner process

on the probability spac€Q,.#1,P).

X(t): the load factor of the air transport routes to/from airport at tirdaring the
contract period

Up: the utility of airport

U, : the utility of airline

R € R,: risk averse parameter of airport

r € R, risk averse parameter of airline

P: parameter to connect load factor at the year end to the revenues of airport

L: parameter to connect load factor at the year end to the revenues of airline

Fp: the portion of revenues, if any, from the source that does not have any con-
nection with load factor, such as fixed income from leasing contracts of terminal
building

F_: the portion of revenues, if any, from the source that does not have any connec-
tion with load factor, such as fixed income from advertisement fee of aircraft body
painting

S(X): the sharing rule as a payment, from airport to airline (+) and from airline to
airport (-), as a function of load factox,

up: the effort of airport (Efforts are represented by the clessf all .%;-predictable
processip in some control sdt) € R.)

u: the effort of airline (Efforts are represented by the classf all .%;-predictable
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processy. in some control sd) € R.)

cp: the cost of effort of airport. Itis assumed to be convex functay 0, cp > 0)
and not directly dependent on tirher load factorX (t).

c,: the cost of effort of airline. It is assumed to be convex functgr{ 0,c;’ > 0)
and not directly dependent on tirher load factorX (t).

f(up,u): the production function converting efforts of airport and airline to the
outcome of load factor. It is assumed to be concave>(0, f” < 0) and not di-
rectly dependent on timteor load factorX(t).

o: diffusion rate. Here we assume constant diffusion rate.

B: one-dimensional Brownian motion

#P(t): the certainty equivalence of airport at time t (defined in the appendix)
#-(t): the certainty equivalence of airline at time t (defined in the appendix)

Problem A
1
18X El=expl ~R{PX() + Fo—S'(X) - | celur)atyy )
s.t.
dX(t) = f(up,u, )dt + odB (3)

u_ € arg rQa>E[— exp{ —r{LX(1) + R+ (X) - /Och(GL)dt}}] (5)

X El-expl-r{LX() + R+ S0 [ o (w)dt})] ©)
s.t.
dX(t) = f(Up,uy)dt + odB (3)

Up € argma[— exp{—R{PX(1) +Fp — S (X) — /Olcp(ap)dt}}] @)

Notice that there are two moral hazard problems in Problem A. One is that AP is
principal and AL is agent. The other is the opposite. Also note that both AP and
AL make efforts and have own revenues independently. This is the main points of
our joint-venture type relationship between AP and AL. What makes our double
hidden action/moral hazard model unique is that AP and AL make its own max-
imizations independently, namely de-centralized maximizations, in contrast with
the centralized maximization such as in Kim and Wang (1998b)

Assumption 1

2|n the usual hidden action/moral hazard problem in our settings, we would have the following
problem.



In f(up,uL), up andu,_ are additively separable and they have no interaction with
each other. This implies as follows.

azf(Up,UL)
dUdeL

~=0 (8)

Assumption 2
The production functionf (up,u.) and cost functionsep(up) ¢ (u.) are in the

max E[expl ~R{PX(1) + Fo ()} ]

st.
dX(t) = f(up,u.)dt+ odB

1
U € argma[— exp{—r{S(X) — [ e (@)dt}}]
Up
Notice that only the agent, AL, makes efforts and only the principal has the revenue.

Also if we were in the centralized maximization setting of double moral hazard as in Kim and Wang
(1998a) and we moved from non-dynamic to dynamic setting, then we would have the following
problem.

L1 EIPX(1)+Fo—SX) — [ o)t

4 AE[—exp{—r{S(X) f/och(OL)dt}}}
st.
dX(t) = f(up,u.)dt+ odB

up € arg rHa>E[PX(1) +F—S(X) - /Ol(:p(ap)dt}

o € argmave |- exp( - (s0X) - [ (@)t

Like our joint-venture type, both parties make independent effartsu( ) with cost functions. But

only AP has independent revenueX(1) + Fp) and AP is maximizing the aggregation of AP’s and
AL’s expected utilities.

The structure that AP is maximizing its effort under the condition of its effort being satisfying IC
(Incentive Constrain) in Kim and Wang (1998b) is somewhat unnatural to us. IC means that AP’s
effort is assumed to be unobservable from AP while AL's effort is assumed to be unobservable from
AP, hence the 'Double Moral Hazard’ in their model.

In our de-centralized model, AP and AL make independent maximizations for their own expected
utility, while what one party cannot observe is only the other party’s effort, not its own effort, as can
be seen in Problem A.



following relationships. For everg € R, the function

H(p,up,u.) = pf(up,u) +cp(up) +cp(uL)

is convex in bothup andu,, and has stationary points in baik andu, .

By Assumption 2, we are sure the first order approach (Theorem 4.1 in Schaettler
and Sung (1993)) is always valid for the moral hazard problem. By Theorem 4.2 all
admissible contralip andu, are implemented by the other party using the sharing
functionS, which is derived by Theorem 4.1 for each conuiplor uy.

This is because every admissible control is implementable under specific condi-
tions as proven by these theorems in Schaettler and Sung (1993), and we do not
have to worry about the situation where we are maximizing over larger sets of con-
trol possibilities than actually implementable resulting in one party being unable
to implement admissible control, since that control is not optimal within the actual
sets of controls.

Proposition 1

Under Assumption 1 and Assumption 2 above, the independent optimal sharing
rules in the joint-venture type relationship between AP and AL, both being risk
averse, under the de-centralized utility maximizations stated in Problem A, are lin-
ear of the final outcome. In this case, part of the drift terms and the diffusion term
are weighted by the difference of productivity ratios between the two parities.

Proof (sketch) of Proposition 1
Here we describe only the sketch of the proof. The complete proof is in appendix.

Under Assumption 1, functiofi(up,u ) can be treated completely separately for
Up anduy in applying Theorem 3.1, 4.1, and 4.2 for necessary condition and The-
orem 5.1 for sufficient conditions in Schaettler and Sung (1993), since there is no
interacting relationship betweep andu, implied by the equation (8).

With Assumption 2, all admissible controls are implementable, by Theorem 4.2,
through the derived sharing rule from Theorem 4.1. So the first order approach of
using the derived sharing rule from Theorem 4.1 is justifiable.

So, for example, in solving equation(5) we can apply these theorems only with re-
spect tou, while in solving equation (4), we can apply these theorems only with
respect tasp.



Under this assumption, we can solve these problems by Theorem 3.1 and Theo-
rem 4.1 in Schaettler and Sung (1993). First we use these theorems by solving the
maximization problem of equations of (5) and (7) in the conditions part of Prob-
lem A. Then with the results, we use again these two theorems to solve the main
maximization problem of equations of (4) and (6).

Notice also that all admissible controls, including optimal contgodf the maxi-
mization problem of equations of (5) for example, are implementable with Theo-
rem 4.2 under Assumption 2. In this case, with Theorem 5.1, the derived optimal
controluf and its entailing sharing rul§’(X), which are derived by Theorem 3.1

and Theorem 4.1 in maximizing equations of (5), are indeed the optimal control
and sharing rule from the other party’s maximization (4).

Then we can make optimization of (4) by choosing optimal contralgplnd its
entailing optimal contro5™(X) by applying Theorem 3.1 nod 4.1 to this maxi-
mization again.

Solving the maximization of (6) subject to (3) and (7) have the same processes.

By doing algebra in all the derivations above, we get the following.

S (X) =PX(1) ~LX(1) + 2 {Fo — R~ (#7(0) - #1(0)) - (P~ L)X(0)}
—/lc (u*)dt—R/l(P—L)zazdt
o TP 2 Jo
—/OI(P—L)JdB )

S+ (X) =PX(1) - LX(1) + %{FP —FR—(#P(0)—#"(0)) - (P—L)X(0)}
1 roL
+/0 cL(u’[)dH—é/o (L—P)202dt

1
+/O (L—P)odB (10)

If the integrations in these equations are executed, we have the followings.
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S*(X) =(P—L)(1- G)X(1)+%{Fp— FL—(#°(0)—#"(0))+ (P—L)X(0)}
—ep(Up) — 2 (P—L)%0? (11)
S*(X) =(P—L)(1-o)X(1) + %{Fp— FL—(#°(0) - #*(0))+ (P—L)X(0)}
L (U) + 5(L—P)20? (12)
In this way, we can clearly see that the derived optimal sharing rules are linear

function of the final state, which is the load factor at the end of the contract period,
X(1).

In deriving these results, we have the following relationships.
C'p(Up)

9 (Up,u0)
aUp

=P (13)

cL(uy)
df(up,up)
duL
Observe thaP can be considered the productivity ratios consisting of ratio of
marginal cost to marginal production. The same could be consideredifothe
above.

=L (14)

By seeing the results in the equations(9), (10), (13) and (14), part of the drift terms
and the diffusion term are weighted by the difference of productivity ratios between
the two parities.

These prove the Propositiof.1

3Notice that in our model AP and AL are both risk averse and the optimal sharing rules are
linear in the final outcome in dynamic problem setting. This contrasts with the other double hidden
action/moral hazard models studies. In Kim and Wang (1998a), for example, only agent is risk
averse and principal is risk neutral and their findings are that the optimal contracts do not approach
the linear contract as agens risk aversion approach zero in hon-dynamic, one time setting. In
Romano(1994) and Bhattachryya and Lafontaine(1995), both principal and agent are risk neutral
and they show that there always exists a linear contract, among other possible optimal contracts, that
implements a second-best outcome in non-dynamic, one time setting.
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By putting these results back in the utility functions of (1) and (2) for each party
and making arrangements, then we get the following.

Ug = — exp{ —R{LX(1) + %{Fp+ FL+#77(0) = #"(0) + (P—L)X(0)}

1 1
+§/0 (P—L)202dt+/0 (P—L)odB}} (15)

Uf:_exp{_r{Px(1)+%{FP+FL+WL(O)—V/P(O)Jr(L—P)X(O)}
rorl 1
+§/O (L—P)ZazdtJr/O (L—P)odB}} (16)

In this form, we can see the sharing rule more clearly. The actual effort cost com-
pensation part has already disappeared, because of the nature of actual compensa-
tion for the actual expense.

We recall thatPX(1) + Fp andLX(1) 4+ F_ are independent revenue terms for air-
port and airline, the load-factor dependent part and the part independent of load
factor respectively. So at the optimal controls, the utility functions consist of the
revenue part at the end of the period dependent on the level of the other party,
namelyLX(1) for Up for example.

%{Fp+ F_} is an averaged part of revenue independent of load fagtgrcommon
to both parties.#P(0) — #-(0) + (P —L)X(0) could be thought as adjustment
parts from the level of the other side’s, i.e., 1dp the adjustment parts are the
difference betweet# ® and#’- measured from the level from't, for example.

The diffusion part (the part related tB) and the drift part (the part related ¢t

) are the risk sharing parts, since the former is the compensation error part for this
risky reward with zero expectatiof [dB] = 0), and the latter is the risk premium

for the risky project. The diffusion part is the compensation error in that the re-
ward is based on the observable outcome information, in our model load factor,
X(t), rather than effortayp or uy..

For the last terms of equations of (15) and (16), the term in parenth@sed,)
or (L—P), are constant. So the last term in equations of (15) and (16) are linear
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equation of final results{(1).

The drift term and diffusion term are both weighted @#— L), which are pro-
ductivity ratio between the two parties by equations (13) and (14) in addition to
volatility(o) or variance¢?) of the uncertainty.

If we do the (stochastic) integrations in the equations (15) and (16), we get the
followings.

Up = —exp{—R{{L+ (P—L)o}X(1)

F AR R #P(0)~ #H(0) + (P—L)(1-20)X(0))

o (P-LP0%) )

Ui = —exp{—r{{P+(L—P)a}X(1)
SRR 20— #7(0) + (L—P)(1-20)X(0)}

+5(L-PY0}) (18)

In this form too, we can confirm that the optimal sharing rules under the decentral-
ized maximizations stated in Problem A are linear function of the final outcome.

Also from the equations (15) and (16) with equations (13) and (14), we can confirm
that the drift and diffusion terms are weighted by the difference of productivity ra-

tios between the two parities.

4.3 The Agreeable Sharing Rule

The deriveds™ andS-* above are not identical. So it is not possible for airport and
airline to actually agree on a sharing rule with this difference remained. We need
some kind of framework to structure the agreement of two parties. So we introduce
the following Assumption 3.

Assumption 3
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In so far as for every number € R, there exist numbersh € R, ap € R,
& € R, anda_ € R such that

1S#(r) — S™*(R)| < e and 0< |R—ap| < &, and 0< |r —a | < &,
(namely,|S(r) — §*(R)| — 0 asR— ap andr — a),

airport and airline can agree on a single sharing &ilewhich is defined as fol-
lows.

S*(R) — S*asR— ap
$#(r) — S asr — a_

We call thisS* as an agreeable sharing rule.

Under Assumption 3, we have the framework for airport and airline to reach a sin-
gle agreement out of the de-centralized utility maximizations in Problem A above.
That is, if their risk aversions approach to some fixed numbers asymptotically and
the difference ofS™(R) — S-*(r)| approaches to zero with them, then the two par-
ties can reach a risk sharing rule contract which is optimal to both parties under the
de-centralized utility maximizations in Problem A.

Next is the assumption about the cost differences between airport and airline in the
equations (11) and (12).

Assumption 4
We further assume that the optimal efforts of both airport and airline are costless
or negligibly minuscule. This means as follows.

Cp(Ui;) = CL(UD =0 (CP(UE) ~ 0, CL(UD ~~ 0) (19)

Assumption 4 is a stringent assumption. By Assumption 2 and assumpti@as on

c. and f(up,u.), we have unique optimal effort levelsy andu;. The costs of

both parties’ optimal effort levels are negligible by Assumption 4. Here we are not
trying to state this assumption is plausible. But rather we try to clarify that in our
de-centralized maximization model, the cost terms are very important to satisfy
Assumption 3. As can be easily checked from the equations (11) and (12), only
with Assumption 4, we have a possibility for the agreeable sharing rule defined
in Assumption 3. In other words, unless Assumption 4 is satisfied, there is no
chance for the two parties to agree on a single contract in our model even with the
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agreement framework of Assumption 3. In other words, unless Assumption 4 is
satisfied, there is no chance for the two parties to agree on a single contract in our
model.

Proposition 2

If both parties’ risk aversion parameters (R and r) approach asymptotically to zero
under Assumption 3 and Assumption 4, airport and airline can agree on a sharing
rule, which is derived as optimal sharing rules out of the de-centralized utility
maximizations in Problem A and is the linear function of the final state of load
factor. In this case, the agreeable optimal risk sharing$tle as follows.

S =(P-L)(1-0)X(1)
+ %{Fp —R— (770 -7*"0)+(P-L)X(0)} (20)

Proof of Proposition 2

When both parties’ risk aversion parameters asymptotically approach to zero, this
means thaR — 0 andr — 0 (ap = 0 anda, = 0 in Assumption 3). With Assump-

tion 4 and from equations (11) and (12), we can easily de3ivas in the equation

(20).

With the result|S-*(r) — S™*(R)| — 0. Hence with Assumption 3, airport and air-
line can agree o8 as an optimal risk sharing rule sin€8* andS-* are optimal
for airport and airline respectively.

Q.E.D.

This result is consistent to a certain degree with Romano (1994) and Bhattacharyya
and Lafontaine (1995). Although in a different modeling framework for double
hidden action/moral hazard problem (i.e., non-dynamic setting), they all show that
there always exists a linear contract, which implements the second best (i.e., under
double moral hazard) effort levels when both principal and agent are risk neutral.

However, our result contrasts Kim and Wang (1998a). They show that in non-
dynamic setting, the optimal non-linear unique sharing rule under double moral

4Notice that risk parameters (R and r) being approaching asymptotically zero is not necessarily
equivalent to AP and AL becoming risk neutral. Risk aversion parameters beingzero<£ 0) in
CARA utility functions U = —exp—iy),i = {R,r}) means utility functions are all constatt &
—1), which is a special, more strict case of risk neutrality in general.
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hazard with risk neutral principal and risk averse agent does not approach to the
linear contract as the agens risk aversion approaches to zero.

In our case, Proposition 2 shows that in dynamic setting, two parties can agree
on an optimal linear contract under double moral hazard in our decentralized util-

ity maximizations if both parties’ risk aversion parameters asymptotically become

zero and Assumption 4 is satisfied.

The equation (20) shows that the slope of the linear contract is the product of the
two parts. One igP — L), which is the difference of productivity of both parties,
which can be seen from the equations (13) and®1#he other is the uncertainty
level measured ad — o). The slope is the procuct of the two parts.

This means that if both partieésproductivities are equaP — L = 0, or if the diffu-

sion rate is unity, + 0 = 0, then the slope is zero. So both parties are equal-footing
in productivity, then the compensation part dependent on the realized final outcome
of the optimal sharing rule disappears.

Also if the uncertainty in the project indicated by the diffusion rate of the Weiner
process in our model is unity, then the compensation error part related to the re-
alized final outcome;- (P —L)oX(1), of the optimal sharing rule just cancel out
the productivity difference compensation part elated to the realized final outcome,
(P—L)X(1), resulting in the zero slope of the linear function of realized final out-
come.

In both cases, the remaining optimal sharing rule is just the utility level adjustments
consisting only of parts not related to the realized final outcitie.

In other cases, the sign of the slope of the term related the realized final outcome
depends on the signs of the two pars, the productivity differe(feesL) and un-
certainty level measured §5— o). If (P—L) >0and(1-0) >0, and,(P—L) <0
and(1—o0) <0, the slope is plus. On the other handff-L) >0and(1—-0) <0,
and,(P—L) <0and(1—- o) > 0, the slope is minus.

50n the other hand, Kim and Wang (1998a) showed that under double moral hazard situation, on
their model, the optimal sharing rule between risk neutral principal and risk averse agent is not linear
contract and that linear contract is not a limiting contract as agent’s risk aversion approaches to zero.
In our case, the optimal contracts are linear contract and as both parties’ risk aversions asymptotically
approach to zero, they can agree on a limiting optimal linear contract.

6In non-dynamic double moral hazard setting for risk neutral principal and agent case, the slope
of the linear optimal sharing rule is the agérg productivity.
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As can be seen from these explanations, the slope of the linear function of the
agreeable optimal sharing rule is the product made by the productivity difference
(P—L) and the uncertainty level indét — o).

Based on the contents of Proposition 1 and Proposition 2, we can construct Propo-
sition 3.

Proposition 3

If we assume perfect symmetry, i.e., everything being same between the two con-
tracting parties, in addition to Assumption 1 through 4, the risk sharing rule disap-
pears completely in the double moral hazard situation in this setting.

Proof of Proposition 3
Under the perfect symmetry, everything between two parties is same. This means
that among other things

P=L,
R=r,
FP=F
7P (0)=w"(0).

With these put in the equation (20), we have the following results
S=0

Hence the risk sharing rule disappears completely with the additional perfect sym-
metry assumption.

Q.E.D.

5 Numerical lllustration

5.1 Concrete Settings

Here we illustrate some of the structures we used in the preceding chapters. First
we show the concrete results for modelX@) for load factor during the contract
period.
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We assume the following concrete structures of functipns

f(up,uL) = up+u

P2
Go(Up) = UP* — 5
L2
)= s - 2k,

dX(t) = (Up+ UL)dt—l- odB

We further assume

X(0) = 0.6886,
o = 0.056,
Up = u_ = 0.005 or 0025.

The 5 sample paths &€(t) for bothup = u_ = 0.025 (left graph) and .005 (right
graph) cases are shown in the Figure 1.

(Figure 1 is about here.)

Also we simulated the X(1) results with 10,000 iterations. The simulated results
are the Figure 2.

(Figure 2 is about here.)

The mean and the standard deviation of the simulAtgd for up = u. = 0.005 is;
meanfi = 0.6411
standard deviatiog = 0.0266.

The mean and the standard deviation of the simulAtdd for up = u. = 0.025 is;
meanfi = 0.7013
standard deviatiog = 0.0194.

"The cost function could be negative in our settings like Schaettler and Sung (1993) and Kim
and Wang (1998a). This could be explained if both parties are receiving some financial aid from
national government, for example. This aid could be lump sum or volume based for the purpose
of cost alleviation. In our example, we assume lump some financial aid to reduce the two parties’
costs. This could be the case, if local government, which owns and leases land for both airline (office
premises) and airport (parking space) surrounding area of the airport, decreases its lease premium by
fixed amount, the costs of airline and airport decrease accordingly by the same lump sum amount.
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We can see the improvement of final load factor at the end of the period with more
efforts of both parties even if the initial load factor is the same.

5.2 Optimal Levels

By the assumptions and these numbers with equations (13) and (14), we can derive
the optimal efforts levels and optimal sharing rules.

(21)

*

u. = (22)

&l o

Notice that these solutions satisfy Assumption 4. Namely, we have
ke (P\* P2
cp(Up) = > (k.:) " e =0
kL)% L2
CL(UL) - 2<k|_) _ZikL —O

With the result of the optimal effort levels, we have optimal sharing rules. These
are the equations (11) and (12) with concrete parameter values.

*(X)=(P-L)(1—0)X(1) + %{Fp —FR—(#FP0)—#7"0)+ (P-L)X(0)}
R
— E(P—L)Za2 (23)
S#(X) = (P-L)(1-0)X(1) + %{Fp —FR—(#"(0)—#"(0))+ (P—L)X(0)}
+ %(L _P)2g? (24)

If both parties’ risk aversionR andr asymptotically approach to 0, both can
agree, based on Assumption 3, on the optimal sharing rule of the equation (20)
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with concrete parameter values as follows.

S = (P—L)(1-0)X(1)
3R - (770~ #Y0) + (P-LX(0)}  (25)

In Figure 3, we show thag-* — $™| — 0 asR — 0 andr — 0 under the following
numerical settings.

P=0.055; kp = 11
Up = & = 0.005
L=0.011;k =22

Ui = & =0.005

X(1) ~ N(0.64110.026¢)
wP0)=117%0)=1
Fp=11;R =10

X(0) = 0.668

(Figure 3 is about here.)

This means airport and airline can agree on an optimal sharing cotradgth
concrete paremater values as their risk aversion parameters asymptotically become
zero.

5.3 Diffusion Rate Effects

As the equation (20) and (25) indicate, the optimal agreeable contract , which is
linear function of the final state, has the slope of the product of both pares-
ductivity differenceP — L and uncertainty (diffusion rate) level index-1o.

The productivity difference part of the slope is the part to level the productivity dif-
ference dependent on the final state through the sharing rule. By this, the optimal
agreeable sharing rule adjusts the revenue differences between two parties gener-
ated by the productivity differences even if they share the common final outcome.

The uncertainty (diffusion rate) level index part of the slope is the part to adjust
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the compensation error after adjusting the productivity differences. Compensation
error adjustment is necessary, since the sharing is based on the uncertain outcome
not on the efforts actually performed. In our model, the productivity difference
adjustment part has the same td?m L in the opposite sign. So the compensation
error part in the slope is the form oflg, not justo.

If the diffusion is zero, then no uncertainty entails. Only the productivity differ-
ences matter. So the slope is just the productivity difference adjustmertt, If

the diffusion is unityo = 1 in our model, then the compensation error adjustment
is just the same as the countering productivity difference. So the slope is zero. In
this case, the optimal sharing rule has no part with the final outcfig. Only

the fixed income parfep andF_, and the initial condition parts are involved in the
optimal sharing rule. Therefore the optimal agreeable sharing rule has only the
attributes of the two parties that are not dependent on the final out&oine

In Figure 4, we illustrate the optimal sharing contr&tinear in X(1), the load
factor at the end of the contract period with the impact of the diffusionaate

(Figure 4 is about here.)

As diffusion rateo increases, the slope of optimal contr&tdecreases. This
mean that as the volatility of Brownian motion increases, the compensation error
necessary part in the optimal sharing rule becomes large. If the compensation error
overwhelms the positive impact of load fact(1) impact, then the slope of the
linear sharing rule becomes negative.

More specifically, if diffusion rates is unity, then the slope is zero. This means
that the compensation error part just negate the productivity difference adjustment
in the slope, ifo = 1. In this case, the optimal sharing rule has only the parts that
do not depend on the load factor at the &{d), as we explained above.

If diffusion rateo is less than 1, the effect of load fact§f1) on the sharing rule

is greater than the effect of compensation error, which is the opposite sign of the
effect of load factor, resulting from the diffusion rate So the slope 08 (X(1))

is positive. The contradicting effect between that witf1) and that witho can be

seen from the equation (9) and (10). But on the other hand, if the diffusiomrate

is greater than 1, the negative compensation error effect overwhelms the positive
effect of load factor improvement, hence the negative slope of the optimal sharing
contract.
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Under the agreeable sharing rule, we have the optimal utility functions.

Up(X(1),0) = —exp{—R{{L+ (P—L)o}X(1)

SRR 7P - #H0) +(P-L)(1-20)X(0))
(26)

U’ (X(1),0) = —exp{—r{{P+(L-P)a}X(1)

SRR 20— #7(0) + (L—P)(1-20)X(0)}
(27)

In Figure 5, we show the visualized utility level with the final outcome of load
factorX (1) and the diffusion rater, settingR =r = 1074,

(Figure 5 is about here.)

As we can see from the left graph of Figure 5, the impact of increased diffusion
rate onUP* is relatively simple. As diffusion rate increases, so does the impact
JIUP*(X(1),0)

of X(1), i.e., the slopew. The slope is always positive. The intercept

U F’*(O, o), on the other hand, decreasesrasicreases.

In the right graph of Figure 5, the impact &h-* is relatively complex in our

numerical example. Ag increases, the impact &f(1), i.e., the slop UL;%&?"’),
is decreasing. I > 1.25, the slope becomes negative and continue to decrease.

The intercept*(0, @), on the other hand, increases@a#creases.

Now we turn to the total utilities level for both AP and AL. With the above results,
we can gauge the impact of increased uncertainty and the end-of-period load factor
improvement on the total utilities level. To specify these impacts, we can calculate
the derivatives of the total utilities with respectdoandX(1).
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Ui =Up+U;

a‘;‘ﬁ) = US[-R{{L+ (P~ L)o}}] + U [-r{{L+(P—L)o}}] >0
T8~ U(-R){(P—L)(X(1) ~ X(0)) + U (~1){(L—P)(X(1) ~ X(0))} ~ 0

Notice that sinc&k ~ 0 andr ~ 0, we have the last results.

Figure 6 is the graph fdd; = Up + U with X(1) ando. The slope ofJ; with
respect toX(1) is positive and the slope with respectdas almost zero.

(Figure 6 is about here.)

The impact of uncertainty increase is almost zero with some perturbations, since
we already assuming that the risk averse parameters approach asymptotically to
zero. The impact of the final outcome improvement, on the other hand, has a posi-
tive effedct on the total utilities level with some perturbations.

Because of risk averse parameters approaching to zero, the conflicting effects caused
by diffusion rate changes on each party’s utility through the optimal agreeable shar-
ing rule as depicted in Figure 5 are almost smoothed out in the total utilities level

as depicted in Figure 6. With some perturbatiaomghanges have almost no effect

on the total utilities level in Figure 6.

6 Concluding Remarks

We show that, under the double hidden action/moral hazard situation of de-centralized
utility maximizations based on the stochastic load factor process under additively
separable efforts assumption and convexity assumption about the relationship be-
tween production and cost function, the optimal sharing structures are the linear
function of the final state for both parties. In this case, the drift and diffusion terms
are weighted by the difference of productivity between the two parities.

If we further assume that the costs of optimal effort are negligible and also assume
both parties’ risk aversion parameters approach asymptotically to zero, then we
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show that both parties can agree on a single optimal contract, which is also a linear
function of final load factor.

Our finding is to some degree consistent with some of double hidden action/ moral
hazard situation analysis of preceding literatures. Namely, if both parties are risk
neutral, the linear function of the end-state is among the optimal sharing rules.

However, our result contrasts with Kim and Wang (1998a). They show, in non-

dynamic setting, the optimal non-linear unique sharing rule under double moral

hazard with risk neutral principal and risk averse agent does not approach to the
linear contract as the agens risk aversion approaches to zero.

We find that in dynamic setting, two parties can agree on an optimal linear contract
under double moral hazard in our decentralized utility maximizations if both par-
ties’ risk aversion parameters asymptotically become zero and optimal effort are
negligible, as we alread stated.

The optimal agreeable contract, which is linear function of the final state, has the
slope of the product of both parti€productivity difference and uncertainty (dif-
fusion rate) level index.

If the productivities are same between the two parties in our setting, there is no need
to adjust their productivity difference by the optimal sharing rule. So the slope is
zero. In this case, the optimal sharing rule has no part with the final outcome.

If the diffusion rate is unity in our model, then the compensation error adjustment
is just the same as the countering productivity difference adjustment. So the slope
is zero. In this case, the optimal sharing rule has no part with the final outcome.

In addition, if everything is symmetric, then the risk sharing rule disappears com-
pletely.

With numerical examples, we show the sample paths for load factor processes gen-
erated according to underlying Weiner process. The improving effects of effort
increases of both parties on the end-of-period load factors are provided. Also we
show the convergence to the agreeable sharing rule as both parties’ risk averse pa-
rameters get asymptotically to zero.

We show that the complex effect of increased diffusion rate on the linear function
of the agreeable optimal sharing rule. The impacts on total utilities level are rel-
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atively simple. The impacts of diffusion rate increase on total utilities are almost
zero. The increase of final outcome has a positive effect on the total utilities level.

As one example of the next steps, we can look into the other double hidden action /
moral hazard model of utility maximizations, which is other than our de-centralized
model. This direction is in line with the past literature. However, in the stochastic
process model, this would require much more mathematical sophistication.

Also we can try to relax the restrictive assumptions on the functions, including
andcp andc_. For example, we assume they are not function of timiéhis would

also require much more rigorous theoretical treatments. Since even in our simple
model with restrictive functions, we can show some results, we should try to bal-
ance clarity and reality when pursuing in this direction.

In the context of network industries of routes and airports, another important next
step could be to try to link the abstract efforts in our model to concrete tools of the
aviation and airport industries, such as pricing, routing and frequencies, so that we
can more directly see the interaction within the airport and airline vertical relation-
ship in more realistic settings.
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A Appendix A Proof of Proposition 1

As already stated, under Assumption 1, functiffup,u.) can be treated com-
pletely separately foup, andu, in applying Theorem 3.1 and 4.1 for necessary
condition and Theorem 5.1 for sufficient conditions in Schaettler and Sung (1993),
since there is no interacting relationship betwegranduy, i.e., equation (8). So
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for example, in solving equation(5) we can apply these theorems only, tehile
in solving equation (4) we can apply these theorems onlyto

We show the proof of the derivation &F(X) only, since that o8-(X) is basically
same. Also to avoid the just duplication, we only describe the main part of the
derivation in the following equations.

o E[-exp{~R{PX(1) + Fo—S'(X) - /0 o (Up)dt} ] (4)
s.t.
dX(t) = f (up,u)dt+ odB 3)

u|_earngaE[—exp{—r{LX(l)+F|_+SP(X)—/Och(OL)dt}}] (5)

First, we apply Theorem 3.1 and 4.1 in Schaettler and Sung (1993) to the maxi-
mization problem of equation (5) under equation (3) holdirgonstant. Notice
that indX(t) we have alsa .

As usual, we assume tI88(X) has the following structure.
1 1
F(X) = LX) +/0 or(s,X)ds+/o B(sX)dXs

From equation (5), structure 6°(X) andX (1) = X(0) + f5 f (up,u_)dt+ [y odB
with some arguments suppressed, the utilifyjpecomes as follows;

UL =—exp{—r(LX(0) + .+ S} (X)
_ /:r(Lf(up,uL) 4 a+BF(up,u) —c(u))dt
—/Olr(LJrB)GdB}

By applying Theorem 3.1 in Schaettler and Sung (1993), there g%isadapted
process/; andJ%, fol | %0 |? dt < » a.e., such thati € % is optimal control
if and only if
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O%{ f (up, uf) —ro?(L+B)}
FA(L+ B (Up ) — rar 410 () + 5r20%(L+ B
= max{0%{f (up,u ) —ra*(L+B)}

u inz
+#{—r(L+B)f(up,u ) —ra +rc (u) + %rzoz(uﬁ)?}

for almost all(t, w) € [01] x Q. Furthermore, the value proce¥shas an Ito dif-
ferential of the form

Y=o — /Ot[m/s{f(up,ut) —ro®(L+B)}
+ %{—r(L+B)f(up,u) —ra +rc.(uy)

} 2,2 2 t
+5reo (L+pB)°}Hds+ | O7dX.
0

%, 0% and 0% are value functions of stochastic process as defined in Appendix
A in Schaettler and Sung (1993).

Using ﬁ”f/t = 0% — #%r(L+B), we can get the_ related part as follows;

0% f (up,uL) + %rey (up)

FOC for maximization for this, we have the following;

0% _ o a(w)

ryp - of(ue)
duL

As usual, we define the following certainty equivalent value pro#gsss follows;

W= —Tin(~%)

With some arrangements, we get the following equation.

r
A7 = cL(u)dt+

2 2gr. 3%
)adt+r7/tadB

— (adt+ BdX) — LdX

r'%
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So we geS’(X) as follows.

F(X) = —(#1 = #5) + S (X) —L(X(2) - X(0))
+/ cL(uf dt+2/ <;:Lu:; ) o?dt

cL(up)
+/ df(up,up)

0U|_

Here we use#;" instead of#4 for notational clarity in the following further deriva-

tion of §°(X).

By the Theorem 5.1 in Schaettler and Sung (1993), $iiX) satisfies the suffi-
cient condition of maximizing the equation (4) with holding as a constant.

Rearranging the terms and defining newfy(X), a’ andB’, we get the following.

S(X) =— (71— #5) + S (X) —L(X(1) - X(0))
+/ oL (uf) 2/ < UPUL> 2—<m>f(ula,u’[)]dt
ou.
+/ N;PUL (A1)
—F +/ ’dt+/ B'dX (A2)
FP(X) = —(# = #5) +S1(X) —L(X(1) — X(0))

Now we turn to the maximization of the equation (4) by choosiggwhich is now
a controlling variable rather than a constant. We $UtX) in the equation (4),
rearrange terms and have the following equation.
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Up = — exp{ —R(PX(0) 4+ Fp — FP(X))

+ /01 R{(B'—P)f(up,u)+cp(up)+ a’'}dt
+ [ R@-P)ods)

We apply Theorem 3.1 again here. Then there exBand 0%, [5 | 0%P0 |
dt < e« a.e., such thaty € % is optimal control if and only if

O%P{ (Us, uf) + Ra?(B' — P)}
SAPIRUB PGBt + @'+ on(t) + SRG%(B — P2}
= max{0%"{f(up,u{) — Ro*(B' — P)}

Upin%
FHPIR(B P (up, ) + '+ cp(up)} + 5RO (B —P)?)

for almost all(t,w) € [0,1] x Q. Furthermore, the value proce$g has an Ito
differential of the form

K=~ [I0AE G k) 4 RO% (B~ P)
AP R(B P (U ) + 0 ol

1 1
+7R202(B’—P)2}]ds+/ O7PdX.
2 0

We can construct the following.

pCL(U)
af(up,up)
(?UL

0%P =0%F +R%P(B' - P) —R¥%

With this, we get thaup related part as follows;

0% 1 (up, uf) + % Rap(up)

FOC for maximization for this, we have the following;

O%P _ ch(up)
Ry~ 9fpu)

(9Up
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Here, we define the following certainty equivalent value proag$sas follows;
wp—_1 In(—%F)
t R t

With some arrangements, we get the following equation.

- 2 244 lilqj/tp
+(B —P)Potdt—{ s

— (a'dt+ B'dX) — PdX

P
0%, +(B'—P)}odB

d#P = cp(up)dt + 2{

By integrating and using”(X) = FP(X) + [3 a’dt+ 3 B’dX, we have as follows.

S(X) =#L —#g +F"(X)+P(X(1) - X(0))

2
qu) o) \
—/ cp(Up) t_*/ (af () af(up.yp) ordt

(9Up

(UP)
+/ <df (Us,uf)  af(up,up) odB

0Up

Notice that the terminal conditions are tHaX(1) + R+ S (X) = #*(1) and
PX(1)+Fp—{#P(1) —#P(0)+FP(X)+P(X(1) - X(0))} = #P(1). With these
conditions and by expandirfg(X), we get the following.

S°(X) =PX(1) ~LX(1) + }{FP —FR—(77(0) - #*(0)) - (P—L)X(0)}

2
cp(up)  CL(uy) 2
—/0 cp(up)d 2/ (df (Up,uy) 0f(;’ﬁ7u’[) ort

uL

cr(up)  c(u)
- /0 (N(u&aut) ~ atpy) | 098 (A-3)

(?Up (9U|_

By the same process, we get the following.
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S (X) =PX(1) ~LX(1) + }{FP ~R— (770 - 70) - (P-L)X(0)}

2
CI|_ u|_ C,P(ui;) 2
+/ cL(up dt+2_/ (af (Upu)  9f(up.yp) ordt

(9Up

cu(u)  ce(up)
+/ (df W) ~ fwesy | 998 (A.4)

dUL 0Up

Putting these back in the utility functions @6 andU,, the resulting utility func-
tions at the optima are the followings.

Up = — exp{—R{LX(1) + }{Fp+ R+ 770 - 70+ (P-L)X(0)}

2
Cp(up)  cL(up) 2
2/ (df (usup) — af(up,up) odt

dup oJup
ice(up) iy
+/0 (‘”waun ~ Fiuy | 998 (A.5)
ﬁUp ﬁUL

U =—exp{—r{PX(1) + }{Fer R —(#F(0)-#"(0)) - (P—L)X(0)}

2
cL(uy) cp(up) 2
2/ (df (Upup)  af(upup) odt

aUL
cL(u)  cr(up)
+/ <0f (up,uy) 0f(u;,,ut) UdB}} (A.6)
dup

Notice that, as we already mentioned, by Theorem 5.1 in Schaettler and Sung
(1993), theS’(X) andS-(X) above satisfy the sufficient condition of the (relaxed)
maximization problems dflp in the equation (4) and, in the equation (6).

During the deriving process af', for example, the airport’s relaxed problem re-
quiresu, to satisfy the following equation of dynamic programming according to
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Theorem 5.1 in Schaettler and Sung (1993).

WP (t,X) }dZV/P(t,X)_B(dW"(t,X))z )
ot 2 ox2 2% X

- max[w{ f(up,u.) +RB’0?}dt

uL oX
R+r
— (cp(up) +cp(u) + —

0

B%0?)dt] (A.7)

From the maximization fou; and noticing8’ = B'(t, X), we get the following.

awPLX)  ci(u)
ox  df(ueup)

(7Up

(A.8)

The dynamic programming equation above is separable and it is well known how
to solve it. Noticing the terminal condition 0#P(1) = LX(1) + 3{Fp +F+
#P(0)— #(0) + (P—L)X(0)}, we get the following.
#P(t,X) =LX
- {ngaz —B'f(up, 1)
R—r
- TB'ZUZJrCL(UD +cp(Up))H(t—1)

+%{FP+FL+V/P(O)—WL(0)+(P—L)X(0)} (A.9)

From this, we can derive the following.

oWPX)  di(u)
axX oty

aUL

(A.10)

From this result along with the assumptions of convexitg,0dnd concavity off
and Assumption 2, the optimal contngl is unique.

Also u] is constant across the period, namajyt) = u/, since neithec, nor f
depends on timeby assumptions.
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The same process can be performediforThen we get the following.

IWLEX)  Ip(us)
oX Toof(upu) T

aUp

(A.11)

Therefore the optimal controlsi andu;, are unique and constant during the pe-
riod.

Putting these results back in (A.3) and (A.4), we have the following.

S(X) =PX(1) ~LX(1) + 5 {Fo R~ (#(0) = #'*(0)) - (P~ L)X(0)}
Cee(s)dt— 2 [ (P L)2o%dt
- [ eetupyat=3 [(P-L)%0

—/Ol(P—L)adB (A.12)

SH(X) =PX(1) — LX(1) + %{Fp— R — (#P0)-#7'0)) - (P-L)X(0)}
1 r ol
+/o cL(u’[)dH—é/O (L—P)%a%dt

1
+/ (L—P)odB (A.13)
0
If the integrations in these equations are executed, we have the followings.

*(X) =(P-L)(1—0)X(1) + %{Fp —FR — (#P0)-7"0))+(P-L)X(0)}

_cp(up) — g(P )22 (A14)

S*(X) =(P-L)(1-0)X(1) + %{FP_ R~ (#7(0)—7(0) + (P~ L)X(0)}

+c|_(u’[)+%(L—P)202 (A.15)
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These are exactly the equations (11) and (12) as indicated.
With these results, we have thig andU;" as follows.

Ug = — exp{ —R{LX(1) + %{Fer FL+#7F(0)— 7 (0)+ (P—L)X(0)}

+z/ol(P—L)Zazdt+/01(P—L)0dB}} (15)

U = — exp{—r {PX(1) + %{Fp+ F+71(0) = #7(0)+ (L-P)X(0)}

1 1
+5 [ (L-P2ofdts [ (L-P)odB}) (16)

By doing the integrations of these equations, we have the followings.

Up = —exp{—R{{L+ (P-L)o}X(1)

SRR R0 - 7 (0) + (P L)(1-20)X(0))

Fo(P-L20%) 17)

U = —exp{—r{{P+(L—P)o}X(1)
SRR 70— #7(0) + (L—P)(1-20)X(0)}

%(L— P)202}) (18)

These are exactly the equations (17) and (18) as indicated.

+

Q.E.D.
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Figure 1 5 Sample Paths for Load Factor State Variable, X(t)
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Figure 2 Simulated Paths for Load Factor State Variable, X(t)
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Figure 3 Convergence into a Risk Sharing Contract
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Figure 5 U P*and U_L* with X(1) and o
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